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ABSTRACT

Community detection methods from complex network the-

ory are applied to a subset of the Myspace artist network

to identify groups of similar artists. Methods based on the

greedy optimization of modularity and random walks are

used. In a second iteration, inter-artist audio-based simi-

larity scores are used as input to enhance these community

detection methods. The resulting community structures are

evaluated using a collection of artist-assigned genre tags.

Evidence suggesting the Myspace artist network structure is

closely related to musical genre is presented and a Semantic

Web service for accessing this structure is described.

1 INTRODUCTION

The dramatic increase in popularity of online social net-

working has led hundreds of millions of individuals to pub-

lish personal information on the Web. Music artists are no

exception. Myspace 1 has become the de-facto standard

for web-based music artist promotion. Although exact fig-

ures are not made public, recent blogosphere chatter sug-

gests there are well over 7 million artist pages 2 on Mys-

pace. Myspace artist pages typically include some stream-

ing audio and a list of “friends” specifying social connec-

tions. This combination of media and a user-specified social

network provides a unique data set that is unprecedented in

both scope and scale.

However, the Myspace network is the result of hundreds

of millions individuals interacting in a virtually unregulated

fashion. Can this crowd-sourced tangle of social network-

ing ties provide insights into the dynamics of popular mu-

sic? Does the structure of the Myspace artist network have

any relevance to music-related studies such as music recom-

mendation or musicology?

In an effort to answer these questions, we identify com-

munities of artists based on the Myspace network topology

and attempt to relate these community structures to musical

1 http://myspace.com
2 http://scottelkin.com/archive/2007/05/11/

Myspace-Statistics.aspx
∼25 million songs, ∼3.5 songs/artist, ∼7 million artists

genre. To this end, we examine a sample of the Myspace so-

cial network of artists. First we review some previous work

on the topics of artist networks, audio-based music anal-

ysis, and complex network community identification. We

then describe our methodology including our network sam-

pling method in Section 3.1 and our community detection

approaches in Section 3.2. In Section 3.3 we describe the

concept of genre entropy - a metric for evaluating the rele-

vance of these community structures to music. Finally, we

include a discussion of the results, suggestions for future

work, and describe a Semantic Web service that can be used

to access some of the data in a structured format.

2 BACKGROUND

2.1 Complex Networks

Complex network theory uses the tools of graph theory and

statistical mechanics to deal with the structure of relation-

ships in complex systems. A network is defined as a graph

G = (N, E) where N is a set of nodes connected by a set

of edges E. We will refer to the number of nodes as n and

the number of edges as m. The network can also be defined

in terms of the adjacency matrix G = A where the elements

of A are

Aij =
{

1 if nodes i and j are connected,

0 otherwise.
(1)

In this work, we restrict our analysis to the undirected case

where edges are not considered directional and A is a sym-

metric matrix. For a summary of recent developments in

complex networks see [7, 17].

2.2 Music Networks

Networks of musicians have been studied in the context of

complex network theory - viewing the artists as nodes in the

network and using either collaboration, influence, or some

measure of similarity to define network edges [4, 5, 9, 19].

However the networks studied are generally constructed based

on expert opinions (e.g. AllMusicGuide 3 ) or proprietary

3 http://www.allmusic.com/
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algorithms based on user listening habits (e.g. Last.fm 4 ).

The Myspace artist network is unique in that the edges -

the “friend” connections - are specified by the artists them-

selves. This makes the Myspace artist network a true social

network. It has been shown that significantly different net-

work topologies result from different approaches to artist

network construction [4]. Since the Myspace artist network

is of unique construction - owing its structure to the deci-

sions and interactions of millions of individuals - we are

motivated to analyze its topology and explore how this net-

work structure relates to music.

It should be noted that networks of music listeners and bi-

partite networks of listeners and artists have also been stud-

ied [2, 13]. While such studies are highly interesting in the

context of music recommendation, and while the Myspace

network could potentially provide interesting data on net-

works of listeners, we restrict our current investigation to

the Myspace artist network.

Previous analysis of the Myspace social network (includ-

ing artists and non-artists) suggests that it conforms in many

respects to the topologies commonly reported in social net-

works - having a power-law degree distribution and a small

average distance between nodes [1]. Previous analysis of

the Myspace artist network sample used in this work shows

a multi-scaling degree distribution, a small average distance

between nodes, and strong assortative mixing with respect

to genre [11].

2.3 Community Detection

Recently, there has been a significant amount of interest in

algorithms for detecting community structures in networks.

These algorithms are meant to find dense subgraphs (com-

munities) in a larger sparse graph. More formally, the goal is

to find a partition P = {C1, . . . , Cc} of the nodes in graph

G such that the proportion of edges inside Ck is high com-

pared to the proportion of edges between Ck and other par-

titions.

Because our network sample is moderately large, we re-

strict our analysis to use more scalable community detec-

tion algorithms. We make use of the greedy modularity op-

timization algorithm [6] and the walktrap algorithm [20].

These algorithms are described in detail in Section 3.2.

2.4 Signal-based Music Analysis

A variety of methods have been developed for signal-based

music analysis, characterizing a music signal by its timbre,

harmony, rhythm, or structure. One of the most widely used

methods is the application of Mel-frequency cepstral coeffi-

cients (MFCC) to the modeling of timbre [15]. In combina-

tion with various statistical techniques, MFCCs have been

4 http://last.fm

successfully applied to music similarity and genre classifi-

cation tasks [18, 16, 3, 10]. A common approach for com-

puting timbre-based similarity between two songs or col-

lections of songs creates Gaussian mixtures models (GMM)

describing the MFCCs and comparing the GMMs using a

statistical distance measure. Often the earth mover’s dis-

tance (EMD), a technique first used in computer vision, is

the distance measure used for this purpose [21]. The EMD

algorithm finds the minimum work required to transform

one distribution into another. We use a set of inter-artist

EMD values as a means of enhancing our community detec-

tion methods as described in Section 3.2.3.

3 METHODOLOGY

We will review our methodology beginning with a descrip-

tion of our network sampling method in Section 3.1. We

then describe the various community detection approaches

applied to the network in Section 3.2 and how we incorpo-

rate audio-based measures. Finally, we describe our metric

for evaluating the relevance of the Myspace artist network

structure with respect to musical genre in Section 3.3.

3.1 Sampling Myspace

The Myspace social network presents a variety of challenges.

For one, the massive size prohibits analyzing the graph in its

entirety, even when considering only the artist pages. There-

fore we sample a small yet sufficiently large portion of the

network as described in section 3.1.2. Also, the Myspace so-

cial network is filled with noisy data - plagued by spammers

and orphaned accounts. We limit the scope of our sampling

in a way that minimizes this noise.

3.1.1 Artist Pages

It is important to note we are only concerned with a subset

of the Myspace social network - the Myspace artist network.

Myspace artist pages are different from standard Myspace

pages in that they include a distinct audio player application.

We use the presence or absence of this player to determine

whether or not a given page is an artist page.

A Myspace page will always include a top friends list.

This is a hyperlinked list of other Myspace accounts ex-

plicitly specified by the user. The top friends list is lim-

ited in length with a maximum length of 40 friends (the

default length is 16 friends). In constructing our sampled

artist network, we use the top friends list to create a set of

directed edges between artists. Only top friends who also

have artist pages are added to the sampled network; stan-

dard Myspace pages are ignored. We also ignore the re-

mainder of the friends list (i.e. friends that are not specified

by the user as top friends), assuming these relationships are

not as relevant. This reduces the amount of noise in the
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sampled network but also artificially limits the outdegree of

each node. This approach is based on the assumption that

artists specified as top friends have some meaningful musi-

cal connection for the user – whether through collaboration,

stylistic similarity, friendship, or artistic influence.

Each Myspace artist page includes between zero and three

genre tags. The artist selects from a list of 119 genres spec-

ified by Myspace. We include this information in our data

set.

The audio files associated with each artist page in the

sampled network are also collected for feature extraction as

described in Section 3.2.3.

3.1.2 Snowball Sampling

For the Myspace artist network, snowball sampling is the

most appropriate method [1]. Alternative methods such as

random edge sampling and random node sampling would

result in many small disconnected components and not pro-

vide any insight to the structure of the entire network [14].

In snowball sampling, a first seed node (artist page) is in-

cluded in the sample. Then the seed node’s neighbors (top

friends) are included in the sample. Then the neighbors’

neighbors. This breadth-first sampling is continued until a

particular sampling ratio is achieved. We randomly select

one seed node 5 and perform 6 levels of sampling - such

that in an undirected view of the network, no artist can have

a geodesic distance greater than 6 with respect to the seed

artist - to collect 15,478 nodes. If the size of the Myspace

artist network is around 7 million, then this is close to the

0.25% sampling ratio suggested in [12].

3.1.3 Conversion to Undirected Graph

With the sampling method described above, the edges in our

Myspace artist network are directional. If j is a top friend

of i, this does not mean i is a top friend of j ((i, j) �= (j, i)).
However, many community detection algorithms operate on

undirected graphs where (i, j) = (j, i). For this reason we

convert our directed graph to an undirected graph. Where a

single directed edge exists it becomes undirected and where

a reflexive pair of directed edges exist a single undirected

edge replaces both edges. This process reduces the edge

count from 120, 487 to 91, 326.

3.2 Community Detection

We apply two community detection algorithms to our net-

work sample - the greedy optimization of modularity [6]

and the walktrap algorithm [20]. Both of these algorithms

are reasonably efficient and both algorithms can be easily

adapted to incorporate audio-based similarity measures.

5 our randomly selected artist is French rapper Karna Zoo http://
www.myspace.com/karnazoo

3.2.1 Greedy Modularity Optimization

Modularity is a network property that measures the appro-

priateness of a network division with respect to network

structure. Modularity can be defined in several different

ways [7]. In general, modularity Q is defined as the number

of edges within communities minus the expected number of

such edges. Let Aij be an element of the network’s adja-

cency matrix and suppose the nodes are divided into com-

munities such that node i belongs to community Ci. We

define modularity Q as the fraction of edges within commu-

nities minus the expected value of the same quantity for a

random network. Then Q can be calculated as follows:

Q =
1

2m

∑
ij

[
Aij −

didj

2m

]
δCiCj (2)

where the δCiCj function is 1 if Ci = Cj and 0 otherwise, m
is the number of edges in the graph, and di is the degree of

node i - that is, the number of edges incident on node i. The

sum of the term
didj

2m over all node pairs in a community

represents the expected fraction of edges within that com-

munity in an equivalent random network where node degree

values are preserved.

If we consider Q to be a benefit function we wish to max-

imize, we can then use an agglomerative approach to detect

communities - starting with a community for each node such

that the number of partitions |P| = n and building com-

munities by amalgamation. The algorithm is greedy, find-

ing the changes in Q that would result from the merge of

each pair of communities, choosing the merge that results

in the largest increase of Q, and then performing the corre-

sponding community merge. It can be proven that if no com-

munity merge will increase Q the algorithm can be stopped

because no further modularity optimization is possible [6].

Using efficient data structures based on sparse matrices, this

algorithm can be performed in time O(m log n).

3.2.2 Random Walk: Walktrap

The walktrap algorithm uses random walks on G to iden-

tify communities. Because communities are more densely

connected, a random walk will tend to be ‘trapped’ inside a

community - hence the name “walktrap”.

At each time step in the random walk, the walker is at a

node and moves to another node chosen randomly and uni-

formly from its neighbors. The sequence of visited nodes

is a Markov chain where the states are the nodes of G. At

each step the transition probability from node i to node j is

Pij = Aij

di
which is an element of the transition matrix P

for the random walk. We can also write P = D−1A where

D is the diagonal matrix of the degrees (∀i, Dii = di and

Dij = 0 where i �= j).

The random walk process is driven by powers of P : the

probability of going from i to j in a random walk of length
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t is (P t)ij which we will denote simply as P t
ij . All of the

transition probabilities related to node i are contained in the

ith row of P t denoted as P t
i•. We then define an inter-node

distance measure:

rij =

√√√√ n∑
k=1

(P t
ik − P t

jk)2

dk
= ‖D− 1

2 P t
i• −D− 1

2 P t
j•‖ (3)

where ‖.‖ is the Euclidean norm of �n. This distance can

also be generalized as a distance between communities: rCiCj

or as a distance between a community and a node: rCij .

We then use this distance measure in our algorithm. Again,

the algorithm uses an agglomerative approach, beginning

with one partition for each node (|P| = n). We first com-

pute the distances for all adjacent communities (or nodes in

the first step). At each step k, two communities are chosen

based on the minimization of the mean σk of the squared

distances between each node and its community.

σk =
1
n

∑
Ci∈Pk

∑
i∈Ci

r2
iCi

(4)

Direct calculation of this quantity is known to be NP-hard,

so instead we calculate the variations Δσk. Because the al-

gorithm uses a Euclidean distance, we can efficiently calcu-

late these variations as

Δσ(C1, C2) =
1
n

|C1||C2|
|C1|+ |C2|

r2
C1C2

(5)

The community merge that results in the lowest Δσ is per-

formed. We then update our transition probability matrix

P t
(C1∪C2)• =

|C1|P t
C1• + |C2|P t

C2•
|C1|+ |C2|

(6)

and repeat the process updating the values of r and Δσ then

performing the next merge. After n−1 steps, we get one par-

tition that includes all the nodes of the network Pn = {N}.
The algorithm creates a sequence of partitions (Pk)1≤k≤n.

Finally, we use modularity to select the best partition of the

network, calculating QPk
for each partition and selecting

the partition that maximizes modularity.

Because the value of t is generally low (we use t = 4),

this community detection algorithm is quite scalable. For

most real-world networks, where the graph is sparse, this

algorithm runs in time O(n2 log n) [20].

3.2.3 Audio-based Community Detection

Both algorithms described above are based on the adjacency

matrix A of the graph. This allows us to easily extend these

algorithms to include audio-based similarity measures. We

simply insert an inter-node similarity value for each non-

zero entry in A. We calculate these similarity values using

audio-based analysis.

For the audio analysis, MFCCs are extracted resulting

in 100ms non-overlapping frames. For each artist node a

GMM is built from the concatenation of MFCC frames for

all songs found on each artist’s Myspace page (generally be-

tween 1 and 4 songs although some artists have more). For

each non-zero value in the adjacency matrix Aij a dissim-

ilarity value is calculated using the earth mover’s distance

λij between the GMMs corresponding to nodes i and j.

These dissimilarity values must be converted to similarity

values to be successfully applied to the community detection

algorithms. This is achieved by taking the reciprocal of each

dissimilarity.

Aij =
{

λ−1
ij if nodes i and j are connected,

0 otherwise.
(7)

3.3 Genre Entropy

Now that we have several methods for detecting commu-

nity structures in our network, we need a means of evaluat-

ing the relevance of these structures in the context of music.

Traditionally, music and music artists are classified in terms

of genre. If the structure of the Myspace artist network is

relevant to music, we would expect the communities identi-

fied within the network to be correlated with musical genres.

That is, communities should contain nodes with a more ho-

mogenous set of genre associations than the network as a

whole.

As mentioned in Section 3.1, we have collected genre

tags that are associated with each artist. In order to measure

the diversity of each community with respect to genre we

use a variant of Shannon entropy we call genre entropy S.

This approach is similar to that of Lambiotte [13]. For a

given community Ck we calculate genre entropy as:

SCk
= −

∑
γ∈Ck

Pγ|Ck
log Pγ|Ck

(8)

where Pγ|Ck
is the probability of finding genre tag γ in com-

munity Ck. As the diversity of genre tags in a community

Ck increases, the genre entropy SCk
increases. As the genre

tags become more homogenous, the value of SCk
decreases.

If community Ck is described entirely by one genre tag then

SCk
= 0. We can calculate an overall genre entropy SG

by including the entire network sample. In this way, we

can evaluate each community identified by comparing SCk

to SG. If the community structures in the network are re-

lated to musical genre, we would expect the communities

to contain more homogenous mixtures of genre tags. That

is, in general, we would expect SCk
≤ SG. However, as

community size decreases so will the genre entropy because

fewer tags are available. To account for this, we create a ran-

dom partitioning of the graph that results in the same num-

ber of communities and calculate the corresponding genre

entropies Srand to provide a baseline.
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Figure 1. Box and whisker plot showing the spread of

community genre entropies for each graph partition method

where gm is greedy modularity, gm+a is greedy modular-

ity with audio weights, wt is walktrap, and wt+a is walktrap

with audio weights. The horizontal line represents the genre

entropy of the entire sample. The circles represent the av-

erage value of genre entropy for a random partition of the

network into an equivalent number of communities.

If an artist specified no genre tags, this node is ignored

and makes no contribution to the genre entropy score. In

our data set, 2.6% of artists specified no genre tags.

4 RESULTS

The results of the various community detection algorithms

are summarized in Figure 1 and Table 1. When the genre

entropies are averaged across all the detected communities,

we see that for every community detection method the aver-

age genre entropy is lower than SG as well as lower than the

average genre entropy for a random partition of the graph

into an equal number of communities. This is strong evi-

dence that the community structure of the network is related

to musical genre.

It should be noted that even a very simple examination

of the genre distributions for the entire network sample sug-

gests a network structure that is closely related to musical

genre. Of all the genre associations collected for our data

set, 50.3% of the tags were either “Hip-Hop” or “Rap” while

11.4% of tags were “R&B”. Smaller informal network sam-

ples, independent of our main data set, were also dominated

by a handful of similar genre tags (i.e. “Alternative”, “In-

die”, “Punk”). In context, this suggests our sample was

essentially “stuck” in a community of Myspace artists as-

sociated with these particular genre inclinations. However,

it is possible that these genre distributions are indicative of

the entire Myspace artist network. Regardless, given that

algorithm c 〈SC〉 〈Srand〉 Q

none 1 1.16 - -

gm 42 0.81 1.13 0.61

gm+a 33 0.90 1.13 0.64

wt 195 0.80 1.08 0.61

wt+a 271 0.70 1.06 0.62

Table 1. Results of the community detection algorithms

where c is the number of communities detected, 〈SC〉 is the

average genre entropy for all communities, 〈Srand〉 is the

average genre entropy for a random partition of the network

into an equal number of communities, and Q is the modu-

larity for the given partition.

the genre entropy of our entire set is so low to begin with

it is an encouraging result that we could efficiently identify

communities of artists with even lower genre entropies.

Without audio-based similarity weighting, the greedy mod-

ularity algorithm (gm) and the walktrap algorithm (wt) re-

sult in genre entropy distributions with no statistically sig-

nificant differences. However the walktrap algorithm results

in almost five times as many communities which we would

expect to result in a lower genre entropies because of smaller

community size. Also note that the optimized greedy mod-

ularity algorithm is considerably faster than the walktrap al-

gorithm - O(m log n) versus O(n2 log n).
With audio-based similarity weighting, we see mixed re-

sults. Applying audio weights to the greedy modularity al-

gorithm (fg+a) actually increased genre entropies but the

differences between fg and fg+a genre entropy distributions

are not statistically significant. Audio-based weighting ap-

plied to the walktrap algorithm (wt+a) results in a statisti-

cally significant decrease in genre entropies compared to the

un-weighted walktrap algorithm (p = 4.2×10−4). It should

be noted that our approach to audio-based similarity results

in dissimilarity measures that are mostly orthogonal to net-

work structure [8]. Future work will include the application

of different approaches to audio-based similarity.

5 MYSPACE AND THE SEMANTIC WEB

Since our results indicate that the Myspace artist network is

of interest in the context of music-related studies, we have

made an effort to convert this data to a more structured for-

mat. We have created a Web service 6 that describes any

Myspace page in a machine-readable Semantic Web format.

Using FOAF 7 and the Music Ontology 8 , the service de-

scribes a Myspace page in XML RDF. This will allow fu-

ture applications to easily make use of Myspace network

6 available at http://dbtune.org/myspace
7 http://www.foaf-project.org/
8 http://musicontology.com/
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data (i.e. for music recommendation).

6 CONCLUSIONS

We have presented an analysis of the community structures

found in a sample of the Myspace artist network and shown

that these community structures are related to musical genre.

We have applied two efficient algorithms to the task of par-

titioning the Myspace artist network sample into communi-

ties and we have shown how to include audio-based similar-

ity measures in the community detection process. We have

evaluated our results in terms of genre entropy - a measure

of genre tag distributions - and shown the community struc-

tures in the Myspace artist network are related to musical

genre.

In future work we plan to examine community detection

methods that operate locally, without knowledge of the en-

tire network. We also plan to address directed artist graph

analysis, bipartite networks of artists and listeners, different

audio analysis methods, and the application of these meth-

ods to music recommendation.
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